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Abstract
This paper gives a brief survey of the use of algebraic rewriting systems for mod-
elling and simulating various biological processes, particularly at the cellular level.
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Introduction

Computer systems are designed and built to meet
some need in the real world: to maintain records
of chains of amino acids or of personal finances,
to visualize tomographic data or to send text
messages, to fly planes or guide satellites. Any
such system is useful only insofar as it records,
simulates, predicts or helps to control some element
of the behaviour of the real world (or, perhaps, of a
virtual world). In this respect, computer systems are
models of something, and designing and building
such systems is tantamount to constructing a model
of that thing.

Computer science has developed (or appropri-
ated) many languages and tools to help build these
models, and to relate different models that operate
on different levels of abstraction. In this paper we
give a survey of how a family of these languages,
rewriting systems, have been used to model a vari-
ety of biological processes.

Rewriting systems

The mechanics of rewriting systems are familiar
to anyone who has done high-school maths: a

term can be simplified by repeatedly replacing
parts of the term (subterms) with other, equivalent,
subterms, e.g:

1/2 · 2/3 · 3/4 → 1/3 · 3/4 → 1/4

The ‘cancellation’ rule that is applied here is:

M /N · N /P → M /P ,

where M , N and P are variables representing
arbitrary numbers (although, presumably, N and P
are not zero).

This cancellation rule is probably more familiar
where the left- and right-hand sides are separated
by an equality symbol (‘=’), rather than the arrow
used here. In this arithmetic example, what is
important is simplifying the original term in such
a way that the resulting term denotes the same
number as that denoted by the original term. If
we think of these terms as being the same thing
as the number they denote, then the end result of
the process of simplification is exactly the same
as where we started from. We could, however,
think of the terms as being more or less complex
representations of a particular number, and we
could think of the simplification process as moving
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from a more complex representation to a less
complex representation.

Computation is very often all about processes:
things change, and move into different states,
sometimes even in a non-deterministic way. The
languages that computer scientists use to describe
and create processes reflect this, e.g. the use of
an arrow rather than an equality symbol in the
example above.

Rewriting systems are just as simple as this
example suggests: terms are built up from con-
stants (such as, ‘0’, ‘1’, etc.) and operations (such
as multiplication and division) and a number of
rules (such as the cancellation rule above) describe
how terms can be rewritten. An individual rewriting
system specifies particular sets of constants, oper-
ations and rules; the mechanics of using the rules
to rewrite terms is common to all rewriting sys-
tems. The example above can be seen as a model
of numbers (or of terms denoting numbers), with
the rules describing how entities in the model inter-
act; the examples we survey below use rewriting
systems to model biological processes, e.g. by hav-
ing constants that represent proteins or molecules,
operations that represent ways in which proteins
and molecules can be brought together, and rules
to describe the effects of their interactions.

The theory of rewriting systems (see e.g [3,4])
lies in algebra and logic, areas that have been
extensively and successfully applied in almost
every branch of science. A key result is that
rewriting systems are Turing complete — every
computable process can be described by a rewriting
system. Moreover, using rules to transform terms
is such a basic operation that there are many
languages and tools (see e.g. [8,17]) that make
rewriting systems powerful tools for describing,
exploring and reasoning about models.

Modelling biological systems

We give a brief and selective survey of research
that uses rewriting systems to model or simulate
dynamic biological systems. The simulation of any
dynamic system by a rewriting system relies on:

• Representing the states of the dynamic system
by expressions (terms built from the constants
and operations).

• Expressing the evolutionary rules of the dynamic
system as rewriting rules.

If this can be done, then the process of applying the
rewriting rules to an expression e corresponds to a
possible trajectory of the dynamic system starting
from the initial state e.

Finding appropriate constants, operations and
rules is at the heart of building these computational
models, and is a difficult task that requires insight
and creativity. However, certain kinds of operation
occur again and again, and give distinct proper-
ties to the rewriting systems that are built on top
of them. Consider, for example, an operation that
‘adds’ proteins together: such an operation might
form chains of proteins, as in DNA strands, or it
might build a ‘soup’ of proteins that are not bound
in a sequence, but can move about and interact
with one another. Either of these alternatives can
be built into a rewriting system by imposing cer-
tain rules on how the ‘addition’ operation behaves:
‘associativity’ in the former, giving rise to string
rewriting ; and ‘commutativity’ in the latter, giving
rise to multiset rewriting. These two approaches
are topological, in that they constrain the neigh-
bourhood of the proteins that are added together
(immediate neighbours in the sequence, in the first
case, and any other protein in the ‘soup’ in the
second).

We now look at both of these topological
approaches, then at approaches to capturing more
sophisticated topologic structures.

String rewriting

String rewriting has been successfully applied in
modelling plant development. Introduced in 1968
by Lindenmayer [16], the L system formalism is
characterized by the parallel application of rewrit-
ing rules on strings representing a linear or a
branching structure. The original L system formal-
ism has been extended in many ways and a com-
prehensive review can be found in Prusinkiewicz
[20,21]. A good example of its use that takes into
account cellular interaction is the modelling of
growth and heterocyst differentiation in Anabaena.
This cyanobacterium grows in filaments of 100
cells or more. When starved for nitrogen, special-
ized cells called heterocysts differentiate from the
photosynthetic vegetative cells at regular intervals
along each filament. Heterocysts are anaerobic fac-
tories for nitrogen fixation; in them, the nitrogenase
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enzyme complex is synthesized and the compo-
nents of the oxygen-evolving photosystem II are
turned off. Plant signals exert both positive and
negative regulatory control on heterocyst differen-
tiation. Wilcox et al. [23] have proposed an acti-
vator–inhibitor model of heterocyst differentiation
where the (high) concentration of the activator trig-
gers the heterocyst differentiation. The production
of the activator is an autocatalytic reaction and
also catalyses the production of the inhibitor. The
inhibitor represses the activity of the activator when
its concentration is high enough. The diffusion of
the inhibitor to the neighbouring cells prevents
neighbours becoming heterocysts and explains why
heterocysts appear in a regularly spaced pattern in
the filament. A computer simulation of this process
[13] based on the use of parametric L systems [22]
validates the model. This example is remarkable for
at least two reasons: it shows the ability of this kind
of discrete model to accommodate features usually
handled in continuous formalisms (e.g. the mod-
elling of diffusion) and also because it tackles a
fundamental biological mechanism: a morphogen-
esis driven by a reaction–diffusion process taking
place in a growing medium.

Multiset rewriting

In a chemical solution, molecules move around and
can interact with any other molecule. The state of
the chemical solution can be modelled as a multiset,
a set where an element is allowed to occur multiple
times. We write a ⊕ b ⊕ c ⊕ b for a multiset
containing elements (e.g. molecules) a , b and c,
where b occurs twice. The operation ⊕ therefore
builds a ‘soup’ of elements by ‘adding’ them
together. Technically, we say that this addition
operation is associative and commutative, which
means that the elements can be written in any
order: the soup a ⊕ b ⊕ c ⊕ b is the same as, for
example, b ⊕ b ⊕ c ⊕ a .

Once we have represented the state of a chemical
solution as a multiset, it is then easy to formulate
the chemical reaction rules as multiset rewriting
rules, e.g:

r1: a ⊕ a → a ⊕ a ⊕ b r2: a ⊕ b → a ⊕ b ⊕ b

r3: b ⊕ b → b ⊕ b ⊕ a

represent second-order catalytic reactions between
two molecule types a and b. For example, if

reaction r1 occurs in a state a ⊕ c ⊕ a ⊕ b, then the
result is a state a ⊕ c ⊕ a ⊕ b ⊕ b, one additional
b is produced. (Note that it does not matter that
the two a’s were not side-by-side in the first state,
because a multiset can be written in any order; this
is just the same thing as applying the arithmetic
cancellation rule to a term 1/3 · 2/7 · 3/5.)

This abstract approach to chemistry is now
recognized as an emerging field called artificial
chemistries (see [5]) and embraces a wide variety
of research, ranging from the study of the auto-
mated generation of combustion reactions [2] to
the study of complex dynamic systems and self-
organization in biological evolution [10].

Fisher et al. [9] proposed the use of rewriting
systems to model cascades of protein interactions
in signalling pathways. In this context, multisets
provide a convenient way of making the participat-
ing proteins available for the individual reactions
in the cascade. Later work by Eker et al [6,7] has
produced some very sophisticated models of these
pathways; however, the earlier work draws atten-
tion to the subtle role that so-called ‘scaffold pro-
teins’ play in facilitating cascades and preventing
cross-talk between pathways. These scaffold pro-
teins can be seen as introducing interesting topo-
logical structure among the proteins that they bind;
a kind of structure that is not, in itself, at odds
with the multiset approach, but which suggests that
more structured approaches to intracellular protein
interactions, and other biological dynamic systems,
would be a fruitful avenue of research.

P systems

Several variations on multisets have been proposed
to facilitate the representation of more sophisticated
biological structure, e.g. one can ‘nest’ multisets
one within another, so that the elements of the mul-
tiset can be both molecules and multisets (which
may in turn contain both molecules and other mul-
tisets, and so on). This approach can be used to
represent ecologies of cells and proteins, where the
nested multisets represent cells, or even compart-
ments, such as sites, within cells. Such nesting of
multisets is developed in the domain of P systems
[18,19]. This paradigm extends standard multiset
rewriting by introducing the notion of ‘membrane’.
A membrane structure is a nesting of compart-
ments represented, for example, by a Venn diagram
without intersection and with a unique superset:
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the skin. Objects are placed in the regions defined
by the membranes and evolve following various
transformations: an object can evolve into another
object, can pass through a membrane or dissolve
its containing membrane. In the initial definition of
the P systems, each region defined by a membrane
corresponds to a multiset of atomic objects which
can evolve following some evolutionary rules. The
membrane structure enables the specification of
some localization of the processes and a region can
be equipped with various computational mecha-
nisms: multiset rewriting, string rewriting, splicing
systems, etc. An example of this approach, mod-
elling a spatially distributed biochemical network,
is given in Giavitto and Michel [12].

P-systems represent a particularly well-develo-
ped approach to integrating complex topological
structures into rewriting systems; other approaches,
as well as the issues concerning dynamically
changing topological structures, are discussed in
Giavitto and Michel [12].

Conclusion

The examples above indicate that rewriting systems
and tools such as the languages Maude [17] and
ELAN [8] can be effectively used in modelling
biological systems. The speed of such tools also
makes them particularly effective in simulating and
exploring the models that are built.

By combining and structuring multiset and string
rewriting, we can extend the applicability of these
formalisms. Applications of such extensions at the
genetic level include DNA computing [1] and
splicing systems, a language-theoretic model of
DNA recombination that allows the study of the
generative power of general recombination and of
sets of enzymatic activities [14,15]. However, the
need to represent more structured organizations
motivates further extensions of rewriting (see e.g.
[3,11].

To conclude, we want to emphasize the versatile
nature of rewriting formalisms. Models can be
qualitative or quantitative. They also support an
individual-based simulation style by computing
the global consequences (the derivations) of the
local interactions (the rules) between the system
entities. This versatility should be a big advantage
in biological applications.
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